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Abstract:

Face pareidolia is the spontaneous misperception of 
illusory faces in inanimate objects. As a natural error of 
face detection, investigation of face pareidolia has 
potential to reveal new insight into the mechanisms 
underlying face and object recognition in the primate 
brain. To understand the temporal dynamics of illusory 
face perception, here we used magnetoencephalography 
(MEG) to measure the brain activation patterns of 22 
human participants in response to 32 illusory faces in 
inanimate objects, 32 similar non-face objects, and 32 
human faces. We compared the time-varying brain 
activation patterns to the representations of the stimuli 
obtained with common pre-trained deep neural networks 
and computational models of visual saliency. Whereas 
the saliency models showed an early and limited 
correlation with the MEG data peaking at ~100ms after 
stimulus onset, the deep neural networks showed a 
greater and sustained correlation across the time-course 
which generally increased with layer depth. However, 
both forms of computational model were outperformed 
by a simple model which grouped stimuli by category 
(faces versus objects). Together the results highlight 
that the dynamic response of the human brain to 
complex natural stimuli is only partially captured by 
existing computational models. 
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Introduction  

A common human experience is face pareidolia: the 
spontaneous misperception of illusory faces in 
inanimate objects such as fruit, trees, and the well-
known face of the “Man in the Moon”. Pareidolia is a 
natural error of face detection and has recently been 
demonstrated in the rhesus macaque monkey (Taubert 
et al., 2017), suggesting that it is a fundamental aspect 
of the primate face detection system, rather than a 
uniquely human experience.  

Face pareidolia presents an interesting example for 
the study of the neural mechanisms underlying face and 
object recognition in the human brain because (1) these 
stimuli have a simultaneous dual identity (object, face) 
and (2) face perception is divorced from the typical 
visual features that define a face. The presence of an 
illusory face in an object can be decoded from BOLD 
activation patterns measured with fMRI in both face and 
object-selective regions in the ventral stream (Wardle et 
al., 2017), however it is not yet understood how the 
temporal dynamics of illusory face perception compare 
to that for real faces.  

Here we used MEG to characterize the temporal 
dynamics of spontaneous illusory face perception in the 
human brain. Further, we compared the brain activation 
patterns elicited by illusory faces with the output of 
computational models of visual saliency and deep 
neural networks (DNNs).  



Methods 

The visual stimuli were 96 photographs including 32 
illusory faces in inanimate objects, 32 similar non-face 
objects, and 32 human faces (Figure 1). 22 subjects 
participated in the MEG experiment. Stimuli were 
presented for 200ms with a variable ISI of 1-1.5s. In 
order to maintain attention, on each trial, the stimulus 
was rotated slightly to the left or right (±3 deg) and 
subjects reported the direction of tilt with a keypress. 
Each of the 96 stimuli was repeated 4 times per run in 
pseudorandom order, for a total of 384 trials per run. 
Subjects completed 6 runs in total, producing 24 trials 
per exemplar. MEG preprocessing and analysis was 
conducted in MATLAB with CoSMoMVPA (Oosterhof et 
al., 2016).  

For comparison with the MEG data, the stimuli were 
passed through visual saliency models (GBVS and Itti-
Koch-Niebur) and the pre-trained DNNs AlexNet 
(Krizhevsky et al., 2012), VGG-19 (Simonyan et al., 
2014), and GoogleNet (Szegedy et al., 2015) using the 
MATLAB implementations from Harel et al. (2006) and 
MatConvNet (Vedaldi et al., 2015) respectively. We 
used representational similarity analysis (Kriegeskorte 
et al., 2013) to examine the temporal dynamics of the 
neural response to the stimuli and to compare this to 
the output from the computational models.  
 

Figure 1: Example visual stimuli: (A) human faces, (B) 
illusory faces in everyday objects, (C) matched objects 

without illusory faces. 

 

Results & Conclusions 

Multivariate pattern analysis was applied to the whole-
brain MEG response across all 160 sensors. 
Classification performance peaked at ~160-170ms 
post-stimulus onset for distinguishing both human faces 
(Figure 1A) and illusory faces (Figure 1B) from ordinary 

objects (Figure 1C), and for distinguishing human faces 
from illusory faces. At ~260ms a second peak in 
decoding performance occurred for discriminating 
human faces from objects both with and without illusory 
faces.  

Representational similarity analysis revealed an early 
differentiation of human faces versus non-face objects 
in the activation patterns across all MEG sensors. By 
~150ms after stimulus onset, some illusory face 
exemplars elicited MEG activation patterns that were 
more similar to non-face objects and others were more 
similar to human faces. However, this representation 
quickly evolved, and less than ~100ms later, all objects 
were represented similarly regardless of whether they 
contained an illusory face or not.  

Both models of visual saliency (GBVS, Itti-Koch-
Niebur) showed an early and transient correlation with 
the MEG data, with a sharp peak at ~100ms post 
stimulus onset. In contrast, the DNNs (AlexNet, VGG-
19, GoogleNet) had a much greater and sustained 
correlation with the MEG data across the time-course, 
which generally increased for deeper layers. However, 
simple categorical models which grouped the stimuli 
into faces and objects showed a stronger correlation 
with the MEG data than even the highest DNN layers. 
This was the case regardless of whether the illusory 
face images were grouped with the real faces in the 
categorical model, or with the matched objects. 

Together the results demonstrate that illusory faces 
are rapidly processed by the human brain, however, the 
underlying neural representation is only partially 
captured by existing computational models.  
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