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Abstract
We present a formal model of emotion predictions that
effectively captures observers’ nuanced intuitions about
the emotional experiences of players in a strategic and
socially charged situation—a high-stakes public one-shot
prisoner’s dilemma. We first incorporate social inequity
concerns, reputational considerations, and monetary util-
ity in an inverse planning framework to model observers’
intuitions about the latent motivational structure of game-
play. Next, in a novel approach to inverse planning mod-
els, simulated agents react to the game’s outcomes, gen-
erating prediction errors. These reactions, achieved utili-
ties, and counterfactuals are then translated into forward
predictions about players’ emotions. The emotion pre-
dictions generated by the model reflect the richly struc-
tured reasoning that observers exhibit when considering
players’ experiences, including the counterfactual depen-
dencies of Relief and Regret, the social cognitive depen-
dence of Envy, the prosocial dimension of Joy, and the
moral content of Guilt and Embarrassment. The model
captures these intuitions using a psychologically plau-
sible architecture that resembles observers’ direct judg-
ments of the latent parameters.

Keywords: emotion; appraisal; social; inverse planning

Thinking About Emotions in Rich Social Games
Imagine watching two contestants on a game show, Arthur
and Belle, play a high-stakes public one-shot social game
called ‘Split or Steal’. On the table is a pot of $100k. Each
player can secretly choose to Split (cooperate) or Steal (de-
fect) (C or D, respectively). If both players choose to Split,
each takes home $50k. If both choose to Steal, they both
leave with nothing. But if one chooses to Split and the other
chooses to Steal, the one who stole takes the entire $100k
and the other player leaves with nothing. Arthur and Belle both
publicly promise to Split, making grand appeals to their recti-
tude, in a bid to convince each other to not make the game-
theoretic best response. But such talk is cheap. What will they
really choose? What do you (the observer) expect Arthur (the
player) to feel if they both cooperate? Typical answers include
joy, surprise, and relief (figure 1a). By contrast, if Belle split but
Arthur stole, observers predict he will feel less joy and more
guilt. The aim of this work is to formally model how human
observers generate these structured emotion predictions.

Consistent with prior work, we propose that observers use
an intuitive theory of mind to predict others’ emotions. Ong
et al. (2015) showed that observers can infer what another
person wants (e.g. money) and expects (e.g. the subjective

probability of winning) and that these are key features of the
intuitive theory of emotion for simple lottery events. For in-
stance, given payoffs ranging from $25 to $100 with known
probabilities, observers predicted that a player would feel hap-
piest when he (a) won more money (actual reward), and (b)
won more money than he expected (inferred reward predic-
tion error). A formal model incorporating actual reward and
prediction error captured 75% of the variance in observers’
predictions about players’ emotions.

The Ong et al. model was ground-breaking, yet has serious
limitations which restricts the space of emotions that human
observers readily attribute. Lottery players make no choices,
cannot be harmed, and have no social interactions. Happi-
ness and disappointment are the main emotions predicted in
response to a small sums lottery; lotteries cannot reveal ob-
servers’ intuitive theory of social emotions like guilt and envy.

Model Structure: Selection of Base Features

Humans optimize for more than personal financial gain, even
in one-shot and anonymous social interactions (and critically,
observers recognize this). For example, the ‘Split or Steal’
game described above creates complex emotions in Arthur
because his motives as a player are not solely to maximize
his payoff in the game. Arthur may additionally want (i) for
Belle to also have a good outcome (prosocial preferences),
and (ii) not to be betrayed by Belle and left with the sucker’s
payoff. We propose that these same values are incorporated
in observers’ predictions about emotions. For example, when
the players’ choices are revealed, observers predict Arthur will
feel joy not only because he won money, but also because
Belle won money (figure 1a).

Fehr and colleagues have proposed that humans are mo-
tivated, to various degrees, by two kinds of concerns for fair-
ness in social interactions (Fehr & Schmidt, 1999). Disadvan-
tageous inequity aversion (DIA), a preference not to end up
worse off than others, is a powerful and culturally universal
social preference. In addition, people’s choices reflect advan-
tageous inequity aversion (AIA), a preference not to extract
more than one’s fair share of a resource. Here, we use Fehr’s
parameters of real choices as the basis for the intuitive theory
of others’ choices. That is, we assume that people have an
intuitive grasp of the structure of people’s social motives.

Generative Model of Observer’s Intuitions About
One-Shot Anonymous Play

In the Base Model, we simulate gameplay based on ob-
servers’ intuitions about players’ valuation of personal mon-
etary reward and social inequity. Agents are generated by
sampling a vector of preference weights (~ωb) that define how



much agents value each base feature (Money, AIA, DIA) dur-
ing decision-making. Each base weight is sampled from a
prior belief about players’ preferences: ωi,b ∼ Beta(αi,b,βi,b).

Agents additionally sample a subjective belief about how
likely the opponent is to defect, given by πa2 = P(a2 = D)
where a2 is the opponent’s action. An agent calculates the
expected utility associated with each action (C or D) based on
its preferences, its estimated probability of the other player’s
action, and the monetary payoff to the agent for expected out-
come (payoffs are logarithmically transformed to reflect peo-
ple’s non-linear valuation functions). The expected utility for a
given decision is thus:

E[Ub(a1)] = ∑
a2∈{C,D}

πa2 ·
(

ωMoney,b · ln
(

θMoney · pot +1
)

+ωAIA,b · ln
(

θAIA · pot +1
)
+ωDIA,b · ln

(
θDIA · pot +1

))
(1)

where a1 is the agent’s action and θ (how the outcome loads
into the base feature), is a function of a1 and a2. Simulated
decisions follow probabilistically as samples from the softmax
distribution of the expected utility: P(a1 | ~ωb,πa2) ∝ exp(λ ·
E[Ub(a1)]), where the optimally parameter λ is fixed at 2.

Inferring Latent Motives Through Model Inversion
Our model uses inverse planning to infer a player’s values and
expectations from his choice (before the opponent’s choice is
known). As observers only see the player’s choice, to infer
the player’s values observers must solve an ill-posed induc-
tive problem that involves reasoning backwards from sparse
data (e.g. choosing to cooperate) to rich representations
(Baker et al., 2017). We propose that observers systemat-
ically infer players’ values and beliefs from their choices by
inverse planning, and that these inferences are the basis for
observers’ predictions about players’ emotions. We presented
Amazon mTurk volunteers with one player’s choice and the
pot size, then asked them to directly rate the player’s pref-
erences and the player’s estimate of the opponent’s action.
Observers’ ratings closely matched the values obtained by in-
verting the generative model of play according to Bayes’ rule,
P(~ωb,πa2 | a1) ∝ P(a1|~ωb,πa2) ·P(~ωb,πa2).

Extending Decisions to Public Games
Thus far, the Base Model has aimed to capture observers’ in-
tuitions about players’ first-order utility preferences for mone-
tary and social equity outcomes of the game. However, we hy-
pothesize that observers intuit that players also have second-
order preferences for how they would like to be perceived by
others. For example, Arthur may choose to cooperate primar-
ily to signal his cooperativeness to future social partners. To
incorporate reputation concerns we follow a cognitively natu-
ral strategy similar to Kleiman-Weiner et al. (2017), whereby
we model reputation as people’s desire to be perceived in
a positive light. In order for Belle to choose an action that

is reputation enhancing, she must first infer how that action
will be perceived by others. This requires an embedded in-
ference loop. The inferences an observer would make about
the weights of a player’s base utility function are themselves
weighted and treated as “second-order” utilities: a preference
for certain inferences that observers make about their values.
Agents now calculate expected utilities for each available ac-
tion by incorporating these reputational utilities according to a
vector of individually weighted preferences, ~ωr.

E[Ub+r(a1)] = E[Ub(a1)]+

(
−ωMoney,r ·E(ωMoney,b|a1)

+ωAIA,r ·E(ωAIA,b|a1)+ωDIA,r ·E(ωDIA,b|a1)

)
· ln(pot +1)

(2)

This Base+Reputation Model1 is obviously much richer
than is necessary to predict players’ choices in a Prisoner’s
Dilemma (which can be captured by extremely simple models
with one parameter), but we propose that this richness is nec-
essary to capture the predictions that observers make about
players’ emotions.

Calculating Prediction Errors via Inverse Planning

We generate a feature space that directly supports emotion
predictions. When Arthur decides to cooperate, his expected
utility for disadvantageous inequity must include the possibil-
ity that Belle will defect. Once Belle’s choice to cooperate is
revealed, Arthur has a positive prediction error: less disad-
vantageous inequity that he expected. This prediction error is
a feature that can be used to predict his emotions. By analogy
to inverse planning (inferring beliefs and desires from actions),
we call this step “inverse appraisal” (inferring the effect of an
event on a person’s goals, beliefs, costs, and norms). The ap-
praisal feature space includes the subjective utility of the rep-
utation enhancement or cost on abstract values like AIA and
DIA, and counterfactuals on each player’s actions. We sug-
gest that this appraisal space offers a useful level of abstrac-
tion as the features are readily expressed in natural language
and are introspectable to observers (Scherer & Meuleman,
2013), thus bridging formalization and intuition.

Generative Model of Forward Emotion Predictions

In the final step we asked human participants to predict
player’s emotions across a range of events, pot sizes, ac-
tions, and opponent choices. We sought to qualitatively cap-
ture those emotion predictions by glossing emotion labels in
terms of the features generated by the Inverse Appraisal
Model.

1The sign on the terms denote the desirability of the reputation.
Similar to the Base Model, preference weights are sampled from
Beta priors, decisions follow probabilistically from the softmax distri-
bution over decisions, and model inversion gives the conditional joint
distribution of agents’ preferences and beliefs given the observed de-
cision.



We presented Amazon mTurk volunteers (n=132) with de-
scriptions of public one-shot ‘Split or Steal’ games, including
both players’ choices and payoffs spanning five orders of mag-
nitude ($0 – $200k). Volunteers predicted the emotional reac-
tions of 12 players from different games by rating the intensity
of 20 emotions on a continuous scale (eight of these emotions
shown in figure 1a).

Crucially, observers’ emotion predictions cannot not be cap-
tured by a model limited to selfish monetary payoffs and pre-
diction errors alone, e.g. observers predicted that players who
defect will feel guilt regardless of their financial outcome and
only expect players to feel envy when the their outcome is
worse than their opponents’. We glossed forward emotion
predictions as functions of a small number of hand-coded in-
verse appraisal features, pulling heavily from prior work in ap-
praisal theory (Scherer & Meuleman, 2013). No fitting pro-
cedure was used. Rather, we only assessed whether simple
additive combinations of the input features with no free pa-
rameters captures relationships between the empirical emo-
tion predictions2.

For example, Joy is defined as the sum of the subjective
utilities on Money and AIA, and the prediction error on Money,
which can be expressed in natural language (from a player’s
first person perspective) as “I win money, I get more money
than expected, I don’t exploit the other person”. Envy is the
negative subjective utility on DIA, or “my outcome is inferior
to the other person’s.” Fury is the negative prediction errors
on Money and DIA, or “I get less money and am more inferior
than I expected.” Regret is the monetary counterfactual on my
choice and my opponent’s choice, and the negative prediction
error on DIA, or “I should have made the other choice, I wish
that the other player made the other choice, I am more inferior
than I expected.”

These generative predictions illustrate the rich expressive
capacity of this feature space. For example, fury is increased
by negative monetary prediction error, but differs from disap-
pointment (negative prediction error on Money) in that it also
increases when the player is more inferior than expected. Joy
is increased by monetary reward and prediction error, as with
Ong et al., but is decreased by exploiting the other player.
This simple additive combination of features (with no fitting or
weighting) shows promising similarities with human emotion
predictions. We propose that the Inverse Appraisal pro-
cess computationally recapitulates cognitive mechanisms that
humans use when predicting others’ complex emotions from
events, actions, and outcomes.
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Figure 1: Emotion predictions. (a) Human observers’ predic-
tions given the game outcome. (b) The model’s predictions
capture key relationships in the predicted intensity within each
emotion. Emotions defined as additive combinations of hand-
coded input with no fitting. The pot size has been marginal-
ized out of both the human and model data. Legend gives
the judged player’s action followed by the opponent’s action
(C: cooperate, D: defect), e.g. DC indicates the judged player
defected (stole) and the opponent cooperated (split).
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