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Abstract
An open question is whether recent advances in machine
learning can be used to study human intelligence. Recent
work from neuroscience has shown that stimulus rep-
resentations from convolutional neural networks (CNNs)
are our best currently available predictors of several vi-
sual areas in the brain, and behavioral studies have found
they best explain human similarity judgments of natural
object images. A prime candidate to continue this avenue
of investigation is categorization, a fundamental cogni-
tive function. Although a range of high-precision formal
models of categorization exist, they are limited to sim-
ple, artificial stimuli because representing more realistic
stimuli is difficult. We show that representations derived
from CNNs can be used to extend these models to natu-
ral images, and that a group of cognitive models based
on these representations capture human behavior over a
novel crowdsourced database of >500,000 human clas-
sification decisions. Successful models include both ex-
emplar and prototype models, contrasting with the domi-
nance of exemplar models in previous work. We also find
that performance is improved by using representations
from networks that score more highly at ground-truth pre-
diction.
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Introduction
In this paper, we investigate whether stimulus representations
from convolutional neural networks (CNNs) (LeCun, Bengio,
& Hinton, 2015) can be used in the study of categorization,
inspired by recent findings that they are our best predictors
of visual cortex voxel activity (Agrawal, Stansbury, Malik, &
Gallant, 2014) and human similarity judgments between nat-
ural images (Peterson, Abbott, & Griffiths, 2016). Catego-
rization has been well-studied in cognitive science, yielding
a range of high-precision formal models of behavior (Griffiths,

Canini, Sanborn, & Navarro, 2007). However, experiments
have mostly been limited to simple, artificial domains because
of issues of how to represent more complex stimuli (McKinley
& Nosofsky, 1995). We use CNN representations to extend
these models to natural images, enabling human categoriza-
tion to be studied over the complex visual domain in which it
evolved and developed.

Methods
We collected a novel dataset of >500,000 human classifica-
tions of thousands of natural images using Amazon Mechan-
ical Turk. We then extract stimulus representations for the
same images from a range of discriminative and generative
CNNs previously trained to classify ground-truth labels. Fi-
nally, we fit a range of prototype and exemplar models from
psychology to our behavioral data using the CNN stimulus rep-
resentations as approximations of inaccessible human mental
ones.

Results
We find that a range of models capture human behavior well,
near the reliability of human judgments, and better than the
classifications by the original deep CNNs. Interestingly, this
group contains both exemplar and prototype models, at odds
with what might be expected if extrapolating from studies in-
volving simple artificial stimuli. We also find that represen-
tations from better-performing networks improve the perfor-
mance of all categorization models.
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